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What is molecular modeling
Ø 3D graph neural networks (GNNs)
  1. 𝐺 = 𝒱, ℰ, 𝐻 ! , 𝑍 ! , 𝑋
  2. 𝒱: atoms, ℰ: edges, 𝐻 ! : atom features, 𝑍 ! : bond  
    features, 𝑋: coordinates.
  3. Equivariant GNNs: coordinates, orientations, relative  
   position…
  4. Invariant GNNs: bond lengths, angles, dihedrals…
Ø Conformation

Challenges for conformation representation

Ø High computational complexity for complete representation.
  1. 𝝍𝟏: same-side dihedral, 𝝍𝟐: opposite-side dihedral.
  2. A molecule with N atoms and D degrees on average: bond 

  lengths Ο 𝑁𝐷 , angles Ο 𝑁𝐷$ , , dihedrals Ο 𝑁𝐷$ for 
   𝝍𝟏 and 𝜪 𝑵𝑫𝟑 for 𝝍𝟐 !!!

Ø We propose a plug-and-play quaternion message-passing 
(QMP) module to improve invariant GNNs in molecular 
conformation representation and analysis tasks.

  1. QMP achieves a quaternion-based mechanism to encode 
  𝝍𝟏 and 𝝍𝟐.

  2. QMP is a plug-and-play design with small computational 
  cost and one-line code.

  3. Computational complexity of QMP is 𝜪 𝑵𝑫𝒍𝒐𝒈𝑫 .

Ø High computational complexity for complete representation.
  1. Encode the 3D rotations as a sequence of quaternions. 
  2. Aggregate the rotations by the chained Hamilton product 

  of the quaternions.
  3. Plug the real part into existing invariant GNNs.

Overview

Plug-and-Play

ØGiven a graph 𝐺(𝒱, ℰ, 𝐻 ! , 𝑍 ! , 𝑋), in the 𝒍-th message 
passing layer:

𝑧&'
()*+) = 𝑓- 𝑒&' ,	

ℎ&
()*+) = 𝑓.(ℎ&

) ,:
'∈𝒩!

𝑧&'
()*+))

Ø For DimeNet, DimeNet++, SphereNet
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Ø For SchNet:
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Ø MD17 & MD17@CCSD

Ø OC20

Ø Ablation Study Ø Potentials to Equivariant GNNs
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Future work
Ø We would like to utilize the imaginary part of QMP to 

enhance equivariant GNNs.
Ø We plan to design more hypercomplex neural networks for 

molecular modeling based on Clifford Algebra

Code: https://github.com/AngxiaoYue/QMP

https://github.com/AngxiaoYue/QMP

