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Motivation
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Insufficient Information 
in A Single Modality

Practical scenario with unaligned and distributed multi-modal data.

• Real-world multi-modal data are often scattered to different local agents, and each
agent can only access the data in a single modality.

• Due to privacy protection and data security, sharing data directly across different
agents is forbidden in many applications.

• What is worse, for some agents, the data associated with its modality may be insuf-
ficient for downstream tasks because the number of the data can be limited and the
features can be not informative enough for representation learning.

Proposed Method

Suppose that we have a set of multi-modal data, denoted as D = {Xm}Mm=1, where
M is the number of modalities. The data of the m-th modality, i.e., Xm = {xm,j}Nm

j=1 ∈
RNm×Dm, contains Nm Dm-dimensional samples.
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OT-Mixer

Improve latent distribution
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The scheme of OTM-based multi-modal learning.

• Learning the WAE models

min{fm,gm}Mm=1

∑M

m=1
‖Xm − X̂m‖2

F + λR({Zm}Mm=1), (1)

• Reconstruction loss of each modality

Lmix =
∑M

m=1

(
‖Xm − gm(Zm)‖2

F + ‖Zm − Z̃m‖2
F

)
, (2)

• Regularization on the latent representations

min
T∈Π(µB,µC)

∑
i,j,k,l

|K(i, k)− IC(j, l)|2tijtkl︸ ︷︷ ︸
GW (Z̃B,IC)

, clustering

Lsupervise(hm(Z̃m), ym) + Lsupervise(hm(Zm), ym), supervised tasks

(3)
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• FGW Distance FGW (Z,Zm;α)

min
Tm∈Π(µ,µm)

∑
i,j,k,l

α d2
Z(zi, zm,j)tm,ij︸ ︷︷ ︸
Wasserstein term

+(1− α) |A(i, k)− Am(j, l)|2tm,ijtm,kl︸ ︷︷ ︸
Gromov-Wasserstein term

, (4)

• FGW Barycenter Problem

ZB, {T ∗m}Mm=1 = arg min
Z

M∑
m=1

FGW (Z,Zm;α) , (5)

• Stochastic Mixing

Z̃B = NB

∑M

i=1
Mm � (T ∗mZm),with

∑M

m=1
Mm = 1NB×d, (6)

• Augmented Latent Code

Z̃m = (T ∗m)>Z̃B, (7)

Numerical Comparisons

• Clustering Performance
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• Classification & Regression Performance

Single Modality

Conclusion & Future Work

• We propose a novel optimal transport-based mixer (OTM) that achieves data
alignment and augmentation for robust multi-modal learning.

• In the future, we plan to test our method in real-world applications, e.g., federated
learning for healthcare data modeling.
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